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Stomach cancer belongs to the most common malignant tumours in Portugal. Main causal factors are age, dietary habits, smoking and Helicobacter pylori infections. As these factors do not only operate on different time dimensions, such as age, period or birth cohort, but may also vary along space, it is of utmost interest to model temporal and spatial trends jointly. In this paper we analyse incidence of stomach cancer in Southern Portugal between 1998 and 2006 for females and males jointly using a spatial multivariate age-period-cohort model. Thus, we avoid age aggregation and allow the exploration of heterogeneous time trends between males and females across age, period, birth cohort and space. Model estimation is performed within a Bayesian setting assuming (gender-specific) smoothing priors. Our results show that the posterior expected rate of stomach cancer is decreasing for all counties in Southern Portugal and that males around 70 have a two times higher risk of getting stomach cancer compared with their female counterparts. We further found that, except for some few counties, the spatial influence is almost constant over time and negligible in the southern counties of Southern Portugal.
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1 Introduction

In Portugal the risk of stomach cancer ranks among the highest in Europe (Lunet and Barros, 2003). According to the number of diagnosed cases, stomach cancer was the fifth-frequent among all cancer types in Portugal in 2006 (Registo Oncológico Nacional 2006). Regarding the number of deaths, stomach cancer accounts for 10.2% of all malignant cancer deaths, with similar values for both genders (10.4% and 10.0% for males and females, respectively) (Risco de Morrer em Portugal 2006). Risk factors are, among others,
dietary and lifestyle habits, smoking and *Helicobacter pylori* infections, see for example Malvezzi et al. (2010) and Shu et al. (2013). These factors depend often on generation and/or age, and in the case of dietary habits also on the geographical region. Furthermore, for almost all cancers, the age of a person is important as it is related to cumulative factors that increase the risk of contracting the disease. Thus, elderly are more likely to get stomach cancer, see also left panel of Figure 1. When analysing stomach cancer incidence, particular interest lies therefore in time effects, but also in spatial effects and time-space interactions. In this paper, we analyse stomach cancer incidence data in Southern Portugal from 1998 to 2006. Data are available for males and females, and stratified by age groups, year, and county, which corresponds to the common format of such cancer registry data.

Age-Period-Cohort (APC) models are a common choice to model age-stratified temporal cancer trends, see for example Malvezzi et al. (2010) and Rosenberg and William (2011). APC models are used to study the variation of incidence rates according to age at diagnosis (age), date of diagnosis (period) and date of birth (cohort). From a graphical point of view, the effect of these three factors on mortality rates was first considered by Lexis (1875). Later on, Holford (1983) proposed models where the effects of age, period and cohort are estimated, considering equally spaced age and period intervals. Since then, and taking into account the identifiability problem that arises from the linear dependence between these temporal factors (cohort = period - age), several authors have addressed the modelling of incidence and prevalence of diseases by proposing univariate classical approaches (e.g. Clayton and Schifflers, 1987; Holford, 2006).

Bayesian APC models have become popular in the last years (Nakamura, 1986; Berzuini et al., 1993; Chen et al., 2011). As effects adjacent in time are likely to be similar, smoothing priors are typically assumed for age, period and cohort effects. More recently, multivariate APC models were proposed that analyse age-specific rates not only according to age, period and cohort, but also to one further stratification variable, such as gender (Hansell et al., 2003; Jacobsen et al., 2004). In fact, age-specific cancer rates are frequently reported in different strata. Due to similar risk factors it seems natural to analyse data for males and females, say, in a joint analysis treating some sets of time effects, for example the cohort effect, as common for males and females. In a Bayesian framework, Riebler and Held (2010) proposed a multivariate APC model where non-parametric smoothing priors are assigned to all age, period and cohort effects. Overdispersion is easily incorporated in this hierarchical Bayesian model using additional random effects. The authors showed that the differences of stratum-specific effects are identifiable and interpretable as log relative risks. Riebler et al. (2012) proposed the use of correlated stratum-specific smoothing priors and correlated overdispersion parameters in multivariate APC models. This approach may lead to more precise relative risk estimates, and is particularly attractive to impute and/or project missing data for one particular stratum by borrowing strength from the other strata.

Regarding spatial effects, it is important to understand geographical variations, particularly in small areas. Geographic mapping of diseases (Walter, 2000) is an additional and important tool in the definition of policies, e.g. for the allocation of resources, and for the identification of clusters with high incidence of disease. In spatial epidemiology, hierarchical Bayesian models are widely applied. They include intrinsic Gaussian Markov random field (GMRF) models (Rue and Held, 2005), such as the conditional autoregressive (CAR) model, to incorporate spatial dependency structures; see, for example, Besag et al. (1991). Through the incorporation of additional temporal effects it is possible to analyze ecological associations between cancer incidence and potential risk factors in aggregated areas over time. Different model specifications for spatial and temporal trends as well as potential space-time interactions have been proposed in this context (Bernardinelli et al., 1995; Knorr-Held, 2000). For the case in which data are also stratified by age Lagazio et al. (2003) proposed a combination of Bayesian age-period-cohort models and disease mapping, which is extended here to a multivariate setting where male and female incidence rates are analysed jointly within one model. We apply the proposed methodology to analyse the (gender-specific) impact of age, time, date of birth and space on stomach cancer trends in Southern Portugal.

In Section 2, we introduce the data set and the methodology for implementing Bayesian spatial multivariate APC models. In Section 3, we present the results from applying the described model to our data.
A sensitivity analysis to investigate the influence of hyperpriors is presented in Section 4. In Section 5, we discuss the results and draw some conclusions.

2 Data and Methods

Data are obtained from the Southern Portugal cancer registry (ROR-Sul), http://www.ror-sul.org.pt, which covers an area of about 39,500 km² and 109 counties (from a total of 278 Portuguese counties) plus Madeira island (which was not considered in this study). The registry comprises a population of approximately 4.5 million inhabitants which corresponds to a density of about 114 inhabitants/km². We analyse gender-specific data for 1-year periods from 1998 to 2006, given for five year age groups ([20-25], [25-30], ..., [80-85]), and each of the 109 counties. Over all counties, ROR-Sul registered a total of 8221 diagnosed cases of stomach cancer in males and females for these age groups from 1998 to 2006. The corresponding resident populations were obtained by Statistics Portugal (INE) (http://www.ine.pt). Figure 1 shows age-specific crude rates, and age-standardized rates per 100000 people of all periods for males and females summed over all counties. Age-standardization was performed using the revised European standard population (European Commission, 2013). Supplementary Figure 1 shows age-standardized region-specific crude rates for males and females per 100000 people in four selected years. Here, differences between males and females are apparent, but no clear spatial trend is visible.

2.1 Spatial multivariate APC models

Age-period-cohort models are widely used to analyse temporal time trends, while disease mapping approaches are used to explore the geographical distribution of the risk of a disease. In this paper we combine the ideas of Lagazio et al. (2003) and Riebler and Held (2010), and use a multivariate age-period-cohort model with spatial components to analyse our data.

Let \( Y_{ijgr} \) denote the number of diagnosed cases for age group \( i = 1, \ldots, 13 \), period \( j = 1, \ldots, 9 \), gender \( g = 1, 2 \) and county \( r = 1, \ldots, 109 \). Incidence counts are considered to follow a Poisson distribution with rate \( n_{ijgr} \lambda_{ijgr} \), where \( n_{ijgr} \) is the associated population count, and one possible formulation of the linear predictor is

\[
\eta_{ijgr} = \log(\lambda_{ijgr}) = \mu_g + \theta_{ig} + \varphi_{jg} + \psi_k + u_r + \nu_r + \delta_{jr}. \tag{1}
\]

Here, \( \mu_g \) is a gender-specific intercept, \( \theta_{ig} \) and \( \varphi_{jg} \) denote gender-specific age and period effects, respectively, and \( \psi_k \) represent joint cohort effects. The cohort index \( k \) is given by \( k = M \times (13 - i) + j \), where \( M = 5 \) as age group intervals are five times wider than period intervals (Heuer, 1997). There are three spatially related terms included in the model. We follow the standard Besag et al. (1991) model with a spatially structured and unstructured component, \( u \) and \( \nu \), respectively. Furthermore, we include \( \delta \) to model space-time interactions, see Knorr-Held (2000). It is obvious how to change (1) assuming a different configuration of gender-specific and joint effects.

2.2 Bayesian inference

We use a Bayesian hierarchical model in which prior distributions need to be assigned to all model parameters. Independent flat priors are used for the gender-specific intercepts. As Riebler and Held (2010) we use independent smoothing priors for the gender-specific age effects \( \theta_g = (\theta_{1g}, \ldots, \theta_{13g})^\top \), period effects \( \varphi_g = (\varphi_{1g}, \ldots, \varphi_{9g})^\top \), and joint cohort effects \( \psi = (\psi_1, \ldots, \psi_{69})^\top \). To be more precise, we use a random walk of second order (RW2), which penalizes deviations from a linear trend. For the period
effects, say, this improper prior can be written as:

\[
f(\varphi | \kappa_{\varphi}) \propto \kappa_{\varphi}^{(J-2)/2} \exp \left( -\frac{\kappa_{\varphi}}{2} \sum_{j=3}^{J} ((\varphi_{jg} - \varphi_{(j-1)g}) - (\varphi_{(j-1)g} - \varphi_{(j-2)g}))^2 \right)
\]

\[= \kappa_{\varphi}^{(J-2)/2} \exp \left( -\frac{1}{2} \varphi_{g}^T \mathbf{P}_{\varphi} \varphi_{g} \right)
\]

with precision matrix \( \mathbf{P}_{\varphi} \), which depends on an unknown precision (inverse variance) parameter \( \kappa_{\varphi} \):

\[
\mathbf{P}_{\varphi} = \kappa_{\varphi} \begin{pmatrix}
1 & -2 & 1 \\
-2 & 5 & -4 & 1 \\
1 & -4 & 6 & -4 & 1 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
1 & -4 & 6 & -4 & 1 \\
1 & -4 & 5 & -2 \\
1 & -2 & 1 \\
\end{pmatrix}
\]

which has rank \( 9 - 2 \). The unstructured spatial random effects \( \nu = (\nu_1, \ldots, \nu_{109})^T \) are assumed to be independent and identical mean-zero normally distributed with unknown precision \( \kappa_{\nu} \). Since neighbouring regions might have similar incidence rates, we model \( u = (u_1, \ldots, u_{109})^T \) using an intrinsic Gaussian Markov random field (GMRF) (Rue and Held, 2005), where the joint density can be written as:

\[
f(u | \kappa_u) \propto \exp \left( -\frac{\kappa_u}{2} \sum_{r \sim r'} (u_r - u_{r'})^2 \right).
\]

Here, the sum goes over all pairs of adjacent regions \( r \) and \( r' \). Writing (2) using a precision matrix \( \mathbf{P}_u = \kappa_u \mathbf{R}_u \), the prior density can be written compactly as:

\[
f(u | \kappa_u) \propto \exp \left( -\frac{1}{2} u^T \mathbf{P}_u u \right).
\]

The structure matrix \( \mathbf{R}_u \) has on the diagonal the number of neighbours of region \( r \). The off-diagonal elements are equal to \(-1\), if \( r \sim r' \) and zero otherwise. Since we assume that the temporal trends are different from region to region, but are not structured in space, we assume a type II interaction for the interaction term \( \delta \), see Knorr-Held (2000). That means we couple the unstructured spatial effect and the RW2 period effect. The structure matrix \( \mathbf{R}_\delta \) is obtained as the Kronecker product of the corresponding structure matrices, i.e., \( \mathbf{R}_\delta = \mathbf{R}_\nu \otimes \mathbf{R}_{\varphi} \). The rank of \( \mathbf{R}_\delta \) is thereby \( 109 \cdot (9 - 2) \) and, hence, the prior distribution is, as the RW2, an intrinsic GMRF.

Finally, we need to place hyperpriors on all six precision parameters. The choice of appropriate prior distributions is a delicate topic. In available software packages, such as WinBugs (Lunn et al., 2000) or INLA (Rue et al., 2009), default prior parameters are given, however, these should not just blindly be overtaken, see for example Sørbye and Rue (2013). Here, we follow the approach of Fong et al. (2010) and assign a gamma distribution with shape equal to \( 0.5 \) and rate equal to \( 0.00149 \) to the unstructured spatial effect \( \nu \). For the remaining parameters we follow Sørbye and Rue (2013), who proposed a novel approach to derive hyperprior distributions specific for intrinsic GMRFs. The idea is to assign prior distributions to scaled precision parameters based on their marginal standard deviations. Thus, for each main effect we calculated the generalized inverse of the corresponding structure matrix. Assuming a fixed precision of one, the generalized inverse has the squared marginal standard deviations on its diagonal. The reference standard deviation \( \sigma_{\text{ref}}(x) \) of an arbitrary intrinsic GMRF \( x \) can then be calculated as the geometric mean.
of these marginal standard deviations $\sigma(x_i), i = 1, \ldots, n$, where $n$ is the dimension of $x$. Having the marginal and reference standard deviations for each main effect we can compute suitable parameters for the gamma-hyperpriors. Let the shape parameter be equal to one. The rate parameter $b$ follows as

$$b = \frac{U^2 \cdot F^{-1}(\alpha, 1, 1)}{\sigma^2_{\text{ref}}(x)},$$

where $F^{-1}(.,.)$ denotes the inverse cumulative distribution function for the gamma distribution. The coefficient $U$ can be interpreted as an upper bound for $\sigma(x_i)$, so that $P(\sigma(x_i) > U) = \alpha$. As in Sørbye and Rue (2013) we set $\alpha = 0.001$ and $U = 0.5$. Table 1 shows the reference standard deviations for all main effects and the corresponding shape parameter of the gamma distribution.

### 2.3 Specification of linear constraints

For the (gender-specific) age-, period-, and cohort effects we apply the usual sum-to-zero constraints (Holford, 1983). Equally, the structured spatial effects $u$ are centered around zero. To ensure identifiability of the type II interaction effect $\delta$ specific constraints have to be set, as otherwise the interaction effect might be confounded with the period effect $\varphi$ (Schrödle and Held, 2010). The required linear constraints are derived following Rue and Held (Chapter 3.2, 2005). We compute the structure matrix $R_\delta = R_\varphi \otimes R_\nu$ and calculate its eigenvalues and eigenvectors. Since the rank of $R_\delta$ is 763 there are 218 zero eigenvalues. The eigenvectors belonging to these zero eigenvalues can be used as linear constraints for the estimation of $\delta$ leading to a total of 218 linear constraints. To be more precise, let $A \delta = e$ denote the linear constraints. Then, $A$ is row-wise composed by those eigenvectors belonging to the zero eigenvalues, and $e$ is a vector of length 218 where all entries are equal to zero. The number of required linear constraints needed depends on the total number of counties $R$ and periods $J$, and also the chosen type of interaction. For more details in a similar context we refer to Schrödle and Held (2010).

### 2.4 Details on the implementation with INLA

For full Bayesian model estimation we use the recently proposed integrated nested Laplace approximations (INLA) for latent Gaussian models (Rue et al., 2009). INLA provides accurate approximations avoiding time-consuming MCMC sampling. For a detailed description of the methodology, please see Rue et al. (2009). INLA can be run under Linux, Windows and Mac in the software environment R using the R-package r-inla, see www.r-inla.org. Here, we use the version updated on July 13, 2013.

The random walk models of second order (rw2) and also the Besag model (besag) to account for spatial structure are directly available in r-inla. However, to define the intrinsic GMRF of the type II interaction effect $\delta$, the structure matrix $R_\delta$ needs to be explicitly assigned to the field Cmatrix of the latent model generic0, compare http://www.math.ntnu.no/inla/r-inla.org/doc/latent/generic0.pdf. Furthermore, the required linear constraints $A \delta = e$ need to be integrated. This is done by using the field extraconstr in the generic0 model, to which we assign the list lc<-list(A=A, e=e). Note that all linear constraints have to be ordered row-wise in A.

As already noted by Schrödle and Held (2010) the large number of linear constraints slows down the computational efficiency of INLA, when the simplified Laplace (default) or the even more demanding full Laplace approximation is used. For this reason, we used the Gaussian approximation for model estimation. However, note that this may lead to a loss of accuracy in the resulting posterior marginal distributions.

### 3 Results

Chandanos and Lagergren (2008) pointed out the potential role of oestrogen, which has a protective effect in women, when explaining the male dominance in the incidence of gastric cancer. Since oestrogen level varies across age, we assume in all candidate models gender-specific age effects. In the following,
uppercase letters for period (P), cohort (C), Structured-space (S), Unstructured-space (U), or Interaction (I) denote a model where the corresponding effect is assumed to be the same for males and females, while lowercase letters indicate gender-specific effects. To find the best model configuration we use the deviance information criterion (DIC), which provides a combined measure of model fit and model complexity (Spiegelhalter et al., 2002). Table 2 shows DIC values for different model configurations. The DIC values for models that assume the same spatial configuration are very close and models assuming a joint spatial structure are considered the best. The model assuming gender-specific age- and period effects, and joint cohort and spatial effects (apCSUI) has the lowest DIC value and is hence regarded as the best model. Our results presented in the following are based on this model. Of note, in a pre-analysis we also considered correlated gender-specific age, period and/or cohort effects, see Riebler et al. (2012), as well as a type IV interaction component $\delta$, but DIC values were generally not improved.

Figure 2 shows the relative risks of stomach cancer incidence for males compared with females, estimated by the apCSUI model. Concerning age (on the left), a pronounced increase of the relative risk for males attains a maximum value at around 70 years. Beyond that age, a decrease in the difference between the two genders is observed. Although rates are decreasing for both genders, this fact is more pronounced for males as it is depicted on the right panel of the figure.

To examine temporal changes in the geographical profile we use the adjusted relative risk

$$\text{ARR} = \exp(u_r + \nu_r + \delta_{jr}),$$

as proposed in Knorr-Held (2000). Figure 3 shows the spatial distribution of the posterior median ARRs for the years 1998, 2001, 2004, and 2006. Generally, the spatial pattern is a bit more pronounced in the north, and nearly constant over time. However, some counties have interesting time trends, namely Barreiro, a high industrial region, Loures and Odivelas, all of them small urban areas nearby Lisbon. These trends are shown in detail over all years in Figure 4. Note the different spatial effects of Barreiro and, Loures and Odivelas. While these last two counties have an increasing geographic influence until the year of 2002, decreasing beyond this year, Loures and Odivelas show an opposite spatial influence.

We further found a strong decreasing trend for all counties. Figure 5 shows the age-standardized mean posterior expected rate for all counties, by gender. Within each year, a similar pattern is obvious which decreases from year to year. The rates for males are higher than for females, but show a stronger decreasing trend.

## 4 Sensitivity analysis

In a Bayesian data analysis, obtained results might depend on the underlying prior specification. It is, therefore, important to check whether results are sensitive to the choice of the hyperpriors.

In the following, we tested five different prior settings. The first three rely on the approach of Sørbye and Rue (2013) described in Section 2.2. Here, the sensitivity analysis can be performed for all parameters simultaneously by varying the parameter $U$. Since $U$ represents an upper limit for the marginal standard deviation, changing this limit is equal to changing the allowed influence of a random effect in the model. Instead of $U = 0.5$, we set $U = 1$ and $U = 5$ and re-calculate all hyperpriors of the five intrinsic GMRFs components as described in Section 2.2. As an alternative, we assume for all five components the same hyperprior distributions. We use, thereby, either the default choice of WinBugs, namely a gamma prior $G(\epsilon, \epsilon)$ where $\epsilon$ is small (here 0.001), or the default of INLA, a gamma prior $G(1, 1e-5)$. The detailed prior specifications for all effects and the five scenarios considered are shown in Table 3.

Figure 6 shows the relative risk estimates (median and 95% credible intervals (CI)) of age and period effects for males compared with females, and the joint structured spatial effect $u$ under all five hyperprior configurations. For $u$ we selected, for the ease of visibility, 28 counties and only show the median estimate. In particular, the relative age effects do not seem to be very sensitive to a hyperprior change. For certain period effects or counties, the Sørbye and Rue priors based on $U = 5$ and the $G(\epsilon, \epsilon)$ priors produce slightly
different estimates as the other three settings. One reason might be, that the marginal standard deviations are allowed to be very high setting $U = 5$, which might lead to structures that are not supported by the data. The Gamma($\epsilon, \epsilon$) prior has been criticised for causing unwanted results (Lunn et al., 2009), and this might be confirmed here.

5 Conclusions and Discussion

Gender differences and the known fact that age, birth cohort, date of diagnosis and geographic region, influence the incidence of stomach cancer, have motivated the choice of a Bayesian hierarchical multivariate age-period-cohort (APC) model that also takes into account the geographical component. We found strong gender-specific differences in the analysis of age-specific stomach cancer incidence of 109 counties of Southern Portugal from 1998 to 2006. Men have a higher risk for stomach cancer, and in particular elderly around an age of 70 have a two-times higher risk than females of the same age group. Oestrogen may explain some of these differences (Chandanos and Lagergren, 2008), as it acts protectively on women. Several factors, suggested to cause stomach cancer such as dietary habits or smoking, are often attributed to vary between birth cohorts (Malvezzi et al., 2010). However, in the present APC study we have found no indication to assume gender-specific cohort effects. Relative period effects showed that the risk for males is about 1.5 time higher than for females but slowly decreasing. A decreasing behavior over time is present for all counties, and coincides with Malvezzi et al. (2010), who found a recent decreasing trend in gastric cancer mortality for most European countries. They explained this, partly, by advancements in management (diagnosis and treatment) of gastric cancer and earlier detection through gastroscopy. Furthermore, a better control of Helicobacter pylori infections may explain the decreasing incidence in Portugal. Although rates have been decreasing for both genders, the effect is more pronounced for males. To analyze geographical changes over time we inspected the adjusted relative risk (ARR), which was assumed to be the same for males and females. The ARRs are slightly higher in the north, however, in general the spatial pattern is not very clustered, which was already indicated by the data. Except for single small urban counties nearby Lisbon, the ARRs are almost constant over time. The time-varying pattern in the ARRs shown by three counties was guessed to be related to administrative policies. However, this guess was not confirmed by authorities of the Southern Portugal cancer registry (ROR-Sul).

Our model assuming gender-specific age and period effects, joint cohort and spatial effects for males and females and, an interaction term, was selected based on the deviance information criterion (DIC). Hyperprior distributions were thereby carefully chosen according to Fong et al. (2010) and Sørbye and Rue (2013). A sensitivity analysis was carried out to analyze the influence of the chosen hyperprior distributions on the posterior estimates. Average risk estimates of age and period effects for males compared with females, and joint structured spatial effects were compared for five different hyperprior settings, and overall the estimates were relatively stable. Due to the relevance of a sensitivity analysis in the context of Bayesian inference, new approaches are being proposed (Roos and Held, 2011). We inspected the calibration of our model (and other potential model configurations) using a histogram of the probability integral transform (PIT) values (Gneiting et al., 2007). We found that the PIT values deviated from a uniform distribution with more values close to one (results not shown). This might be related to the limited available time span of the data combined with the different aggregation of age groups and periods, which results in a rare occurrence of single cohort groups over time, see Riebler and Held (2010). Omitting cohort effects, however, was not supported by DIC and did not improve the PIT values.

Several recent research studies took place in Northern Portugal to identify stomach cancer risk factors (e.g. Peleteiro et al., 2011, Peleteiro et al., 2012) and, the present population based study is just another step towards the contribution to a better understanding of stomach cancer incidence trends in Southern Portugal. Data for whole Portugal are, unfortunately, not available to us at the moment. Extending the analysis to the whole country, however, we would expect a stronger spatial pattern, because in the north of Portugal some dietary habits, such as the preference for salty/salted/cured foods, favour the onset of stomach cancer (Shu
The presented modelling framework is also relevant for the spatio-temporal analysis of other diseases where it is relevant to keep the age-specific data structure.
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Figure 1  Incidence rates for stomach cancer in ROR-Sul from 1998 to 2006: age-specific crude rates for males and females (left), and age-standardized rates, for all periods, for males and females (right).

Figure 2  Relative risk (median within 95% point-wise CI) of stomach cancer incidence of males compared with females estimated by a Bayesian apCSUI model.

Figure 3  Adjusted relative risks (median) for stomach cancer incidence in Southern Portugal.

Figure 4  Adjusted relative risks (median) by period of Barreiro, Loures and Odivelas counties.

Figure 5  Age-standardized mean posterior expected rate for stomach cancer for each year and county, by gender.

Figure 6  Relative risk estimates of age and period effects for males compared with females (median: filled dot, 95% CI: cross), and the joint structured spatial effect (median: filled dot) for selected counties under all hyperprior configurations.
<table>
<thead>
<tr>
<th>θ (RW2)</th>
<th>φ (RW2)</th>
<th>ψ (RW2)</th>
<th>u (Besag)</th>
<th>δ (Type II-interact)</th>
</tr>
</thead>
<tbody>
<tr>
<td>σ_{ref}(x)</td>
<td>1.97</td>
<td>1.16</td>
<td>23.73</td>
<td>0.73</td>
</tr>
<tr>
<td>b</td>
<td>6e-5</td>
<td>2e-4</td>
<td>4e-7</td>
<td>5e-4</td>
</tr>
</tbody>
</table>

**Table 1** Reference standard deviations and derived scale parameters for the gamma hyper-prior distributions of all main effects, which have an intrinsic GMRF prior.

<table>
<thead>
<tr>
<th>aPCSUI</th>
<th>apCSUI</th>
<th>aPcSUI</th>
<th>aPCSui</th>
<th>apCSui</th>
<th>aPCsui</th>
<th>apCsui</th>
<th>aPcsui</th>
<th>aPsui</th>
</tr>
</thead>
<tbody>
<tr>
<td>DIC</td>
<td>12604</td>
<td><strong>12603</strong></td>
<td>12605</td>
<td>12604</td>
<td>12613</td>
<td>12614</td>
<td>12614</td>
<td>12630</td>
</tr>
</tbody>
</table>

**Table 2** DIC values for different model configurations. The DIC value of the best model is indicated in bold.

| κ_θ | G(1, 6e-5) | G(1, 3e-4) | G(1, 6e-3) | G(1e-3, 1e-3) | G(1, 1e-5) |
| κ_φ | G(1, 2e-4) | G(1, 7e-4) | G(1, 2e-2) | G(1e-3, 1e-3) | G(1, 1e-5) |
| κ_ψ | G(1, 4e-7) | G(1, 2e-6) | G(1, 4e-5) | G(1e-3, 1e-3) | G(1, 1e-5) |
| κ_ν | G(1, 5e-4) | G(1, 2e-3) | G(1, 5e-2) | G(1e-3, 1e-3) | G(1, 1e-5) |
| κ_δ | G(1, 1e-4) | G(1, 7e-4) | G(1, 2e-2) | G(1e-3, 1e-3) | G(1, 1e-5) |

**Table 3** Gamma-prior specifications for intrinsic GMRFs used in the sensitivity analysis.
Supporting Information

As supplementary material, we provide a figure showing age-standardized region-specific crude incidence rates of stomach cancer per 100000 people separated by gender. Furthermore, we provide the complete data and R-code for running the apCSUI model as well as the sensitivity analysis. Here, we used the INLA version compiled on July 13, 2013. R-code to reproduce all figures of the paper is provided as well.
Incidence rates for stomach cancer in ROR-Sul from 1998 to 2006: age-specific crude rates for males and females (left), and age-standardized rates, for all periods, for males and females (right).
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Relative risk (median within 95% point-wise CI) of stomach cancer incidence of males compared with females estimated by a Bayesian apCSUI model.
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Adjusted relative risks (median) by period of Barreiro, Loures and Odivelas counties.
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Age-standardized mean posterior expected rate for stomach cancer for each year and county, by gender.
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Relative risk estimates of age and period effects for males compared with females (median: filled dot, 95% CI: cross), and the joint structured spatial effect (median: filled dot) for selected counties under all hyperprior configurations.
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